On the realization of nonlinear discrete-time systems
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It is shown, on the basis of a compact expression of the kernels of the discrete Volterra series associated to a linear analytic discrete-time system, that the kernels satisfy a suitable property which enables their inductive characterization. We also give a first result on the realization of a given family of functions by a linear analytic discrete-time system with linear invertible drift term.
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1. Introduction

The characterization of the structure of the Volterra kernels in the input–output response of a nonlinear continuous-time system was first given in [1]. On this basis it was pointed out in [2] that a suitable property of the kernels (which includes separation into functions of time characteristic of linear systems) enables to state a result on realization of a given family of kernels by means of a linear analytic control system. The property of the kernels there involved can be considered as a straightforward extension of the well known property of separability for the kernels of linear and bilinear systems.

If discrete-time linear and bilinear systems are considered it is well known that such a property of separability of the kernels holds as well [3]; this fact enables one to obtain results in the field of the realization problem which can be considered as translations of the continuous-time ones. From these considerations one might expect to get results in the nonlinear discrete-time realization theory which parallel the continuous-time ones; unfortunately, as will be clarified in the sequel, this is not the case when dealing with more general classes of discrete-time nonlinear systems.

In this paper we give first a characterization of the structure of the kernels which appear in the development of the input–output maps of a linear analytic discrete-time system; then we show that the kernels satisfy a suitable property which enables their inductive characterization. This property, which is at the basis of realization problems, is discussed in order to stress the analogies and differences with the equivalent property of the continuous-time case. Finally, we state a first result on a given family of kernels by a linear analytic discrete-time system with linear invertible drift term.

2. Input–output maps and Volterra kernels

In what follows we will consider a nonlinear discrete-time system of the form

\[ x(t+1) = x(t) + f(x(t)) + g(x(t))u(t), \]
\[ y(t) = h(x(t)), \quad x(0) = x_0 \in \mathbb{R}^n, \]  

(1)
where \( f: \mathbb{R}^n \to \mathbb{R}^n \), \( g: \mathbb{R}^n \to \mathbb{R}^n \) and \( h: \mathbb{R}^n \to \mathbb{R} \) are analytic functions on all \( \mathbb{R}^n \); \( u(\cdot) \in \mathbb{R} \), \( y(\cdot) \in \mathbb{R} \). The single-input–single-output assumption is made for simplicity of notations only. The input–output response of (1) can be derived as follows. If \( \sigma: \mathbb{R}^n \to \mathbb{R}^n \), \( x \mapsto \sigma(x) \), denotes any function, which will be assumed to be analytic on all \( \mathbb{R}^n \), let us introduce the following differential operators:

\[
L^0_\sigma = \text{Id}, \quad L^k_\sigma = \sum_{i_1, \ldots, i_k = 1}^n \frac{\partial^k}{\partial x_{i_1} \cdots \partial x_{i_k}}, \quad k \geq 1, \tag{2}
\]

\[
\Delta_\sigma = \sum_{k \geq 0} \frac{1}{k!} L^k_\sigma, \tag{3}
\]

where \( \sigma_j, j = 1, \ldots, n \), and \( \text{Id} \) denote the \( j \)-th component of \( \sigma \) and the identity operator respectively. It follows from (2) and (3) that for any choice of \( k \) analytic functions \( \tau_i: \mathbb{R}^n \to \mathbb{R}^n \), \( i = 1, \ldots, k \), such that \( \sigma = \tau_1 + \tau_2 + \cdots + \tau_k \), one has

\[
\Delta_\sigma = \Delta_{\tau_1} \otimes \Delta_{\tau_2} \otimes \cdots \otimes \Delta_{\tau_k}; \tag{4}
\]

moreover, denoting by \( \delta_i \) any differential operator of the form either (2) or (3),

\[
\delta_1 \otimes (\delta_2 + \delta_3) = \delta_1 \otimes \delta_2 + \delta_1 \otimes \delta_3. \tag{5}
\]

In particular in (4),

\[
\Delta_{\tau_1} \otimes \Delta_{\tau_2} = \sum_{k_1, k_2 \geq 0} \frac{1}{k_1! k_2!} L^k_{\tau_1} \otimes L^k_{\tau_2}. \tag{6}
\]

The differential operator defined by (3) can be used to express in a suitable manner the composition of functions. Namely if \( \lambda: \mathbb{R}^n \to \mathbb{R} \) is any analytic function on \( \mathbb{R}^n \) it is a matter of computation to verify that the composition, denoted by \( \circ \), of \( \lambda \) with \( I + \sigma \), \( I \) the identity function, can be expressed as

\[
\lambda \circ (I + \sigma)(x) = \lambda(x + \sigma(x)) = \Delta_\sigma \lambda|_x, \tag{6}
\]

where \( |_x \) denotes the evaluation at \( x \). More in general, if \( \sigma_i: \mathbb{R}^n \to \mathbb{R}^n \), \( i = 1, \ldots, k \), are analytic functions on \( \mathbb{R}^n \), the iterated composition of \( \lambda \) with \( I + \sigma_1, \ldots, I + \sigma_k \) can be expressed by means of the iterated application of operators of the form (3) as

\[
\lambda \circ (I + \sigma_k) \circ \cdots \circ (I + \sigma_1)(x) = \lambda \circ (I + \sigma_k) \circ \cdots \circ (I + \sigma_2)(x + \sigma_1(x)) \\
= \Delta_{\sigma_1} \circ \cdots \circ \Delta_{\sigma_k} \lambda|_x. \tag{7}
\]

A property to be taken into account follows from (6) and (7):

\[
\lambda \circ (I + \sigma_k) \circ \cdots \circ (I + \sigma_2)(x + \sigma_1(x)) = \Delta_{\sigma_2} \circ \cdots \circ \Delta_{\sigma_k} \lambda|_{x + \sigma_1(x)}. \tag{8}
\]

The tools introduced are suitable to represent the evolutions of the system (1) which involve compositions of functions. The state and output evolutions in one step can be obtained from (6), taking into account (4) and (5). The replacement of \( \sigma \) with \( f + u(t)g \) and \( \lambda \) with \( h \) and \( I \) in (6) enables us to write

\[
x(t + 1) = \Delta_{f + u(t)g} \big|_{x(t)} \lambda|_{x(t)} = \Delta_f \otimes \left( \sum_{n \geq 0} \frac{u(t)^n}{n!} L^n_{\sigma} \big|_{x(t)} \right) \lambda|_{x(t)} = \sum_{n \geq 0} \frac{u(t)^n}{n!} \Delta_f \otimes L^n_{\sigma} \lambda|_{x(t)},
\]

\[
y(t + 1) = \Delta_{f + u(t)g} \big|_{x(t)} = \Delta_f \otimes \left( \sum_{n \geq 0} \frac{u(t)^n}{n!} L^n_{\sigma} \big|_{x(t)} \right) = \sum_{n \geq 0} \frac{u(t)^n}{n!} \Delta_f \otimes L^n_{\sigma} \lambda|_{x(t)}.
\]

The output at time \( t \) depending on \( x_0 \), assumed at time \( t_0 = 0 \), and the input sequence \( u(0), \ldots, u(t - 1) \)
can now be expressed by means of (7) taking into account (5), (8):

\[ y(t) = \Delta_{f} \circ u_{i}^{n_{0}} \circ \cdots \circ \Delta_{f} \circ u_{i(t-1)}^{n_{t-1}} h|_{x_{0}} \]

\[ = \sum_{n_{0}, \ldots, n_{t-1} \geq 0} \frac{u(0)^{n_{0}} \cdots u(t-1)^{n_{t-1}}}{n_{0}! \cdots n_{t-1}!} \Delta_{f} \circ L_{g}^{n_{0}} \circ \cdots \circ \Delta_{f} \circ L_{g}^{n_{t-1}} h|_{x_{0}}. \]  

(9)

The input–output development (9) stresses the dependence of the output at time \( t \) on all the possible products of inputs until time \( t - 1 \). This expression can be suitably used to stress the dependence of the output on the products of inputs at a fixed degree, say \( k \). Denoting by \( w_{k}(t; \tau_{1}, \ldots, \tau_{k}; x_{0}) \) such a dependence, with \( t > \tau_{1} > \tau_{2} > \cdots > \tau_{k} \geq 0 \), the output at time \( t \) can be expressed as

\[ y(t) = w_{0}(t; x_{0}) + \sum_{k=1}^{\infty} \sum_{\tau_{1} \geq \cdots \geq \tau_{k}} w_{k}(t; \tau_{1}, \ldots, \tau_{k}; x_{0}) u(\tau_{1}) \cdots u(\tau_{k}) \]

(10)

which is the equivalent, with reference to the discrete-time system (1), of the Volterra series development for a linear analytic continuous-time control system. Because of this analogy \( w_{k} \) will be called 'kernel'. The expression of each kernel in terms of the differential operators (2) and (3) can be deduced by equating (9) and (10); by computation one has

\[
\begin{align*}
  k &= 0; \quad w_{0}(t; x_{0}) = \Delta_{f}^{j} h|_{x_{0}}, \\
  k &= 1; \quad w_{1}(t; \tau_{1}; x_{0}) = \Delta_{f}^{j} \circ \Delta_{f} \circ L_{g} \circ \Delta_{f}^{j-1} h|_{x_{0}}, \\
  k &= 2; \quad w_{2}(t; \tau_{1}, \tau_{2}; x_{0}) = \begin{cases} 
    \Delta_{f}^{j} \circ \Delta_{f} \circ L_{g} \circ \Delta_{f}^{j-1} h|_{x_{0}}, & \tau_{1} > \tau_{2}, \\
    \Delta_{f}^{j} \circ \Delta_{f} \circ \frac{f_{K}^{2}}{21} \cdot \Delta_{f}^{j} \circ \Delta_{f}^{j-1} h|_{x_{0}}, & \tau_{1} = \tau_{2}.
  \end{cases}
\end{align*}
\]

In order to set a compact expression for the kernel of order \( k \) let us denote by \( l_{i}, i = 0, 1, \ldots, r \), any increasing sequence of indices of length at most equal to \( k + 1 \) such that:

(i) \( 0 = l_{0} < l_{1} < \cdots < l_{r} = k \),

(ii) \( \tau_{s} = \tau_{a} \forall a, \beta \text{ s.t. } l_{s-1} < a, \beta < l_{s}, s \in \{ 1, \ldots, r \} \),

moreover let \( \alpha_{i} \) be defined by \( \alpha_{i} = l_{i} - l_{i-1} \) (\( i = 1, \ldots, r \)) and \( \alpha_{0} = 1 \).

The typical kernel of order \( k \), which specifies the dependence of the output at time \( t \) on the product of inputs \( u(\tau_{1})^{\alpha_{1}} \cdot u(\tau_{i+1})^{\alpha_{i}} \cdot \cdots \cdot u(\tau_{i-1})^{\alpha_{i}} \) (product of inputs of degree \( k \) with \( \Sigma_{i=1}^{r} \alpha_{i} = k = l \)), can be expressed as

\[
w_{k}(t; \tau_{1}, \ldots, \tau_{i}; x_{0}) = \Delta_{f}^{j} \circ u_{i}^{n_{0}} \circ \left[ \Delta_{f} \circ L_{g}^{n_{0}} \circ \Delta_{f}^{j-1} h|_{x_{0}} \right]_{l_{i}-1}^{\alpha_{i}} h|_{x_{0}}.
\]

(11)

where \([ \cdot ]_{l_{i}}^{\alpha_{i}}\) denotes the iterated application, from \( r \) until \( 1 \), of the operator in parentheses.

The previous formula includes the well known expression of the kernels of linear and bilinear systems. In particular if \( I + f, g \) and \( h \) are linear in \( x \) (bilinear system),

\[ \Delta_{f} \circ L_{g}^{n_{0}} \circ \Delta_{f}^{j} h|_{x_{0}} = 0, \quad n > 1, \forall k, \]

(12)

hence \( w_{k} = 0 \) for any choice of \( l_{1}, \ldots, l_{k} \) of length less than \( k \) or, what is the same, the output is never affected by products of inputs at the same time instant [3]; the expression of the kernels can be easily deduced by performing the computations. When \( I + f \) and \( h \) are linear in \( x \) and \( g \) is a constant (linear system), (12) holds true; moreover any term of (11) corresponding to \( s > 1 \) does not appear because

\[ \Delta_{f} \circ L_{g} \circ \Delta_{f} \circ L_{g} \circ \Delta_{f}^{j} h|_{x_{0}} = 0 \quad \forall k. \]
Hence \( w_k = 0 \) for any \( k > 1 \) or, what is the same, the output is never affected by products of inputs.

**Remark.** It follows from the previous considerations that there are several kernels of order \( k \), the expression of each of them depending on the sequence \( \sigma_1, \ldots, \sigma_r \), where \( \sigma_i, i = 1, \ldots, r \), denotes the power of the inputs at the same time and \( \sigma_1 + \cdots + \sigma_r = k \). This fact, which does not occur in the continuous-time case, is one of the main reasons of the differences between discrete-time and continuous-time systems. When a discrete-time bilinear system is considered, because of the linearity in \( x \) there exists only one kernel of order \( k \) (associated to the sequence of inputs \( u(0) \cdots u(k-1) \)), which makes the situation similar to the continuous-time case.

3. Some basic results on the realization

With the positions stated previously for the indices \( l_i \) and \( \sigma_i \), we can now give the following result.

**Proposition 1.** Assuming \( I + f \) in (1) to be invertible, the \( k \)-th kernel \((11)\) associated to the sequence of indices \( l_1, \ldots, l_r \) can be computed, from the \((k - \sigma_i)\)-th kernel associated to the indices \( l_0, \ldots, l_{r-1} \), by

\[
 w_k(t; \tau_1, \ldots, \tau_k; x_0) = \sum_{n_1, \ldots, n_r \geq 0} \frac{1}{n_1! \cdots n_r!} \prod_{i=1}^r L_{P_i}^{0, n_i}(\tau_{i-1}, x_0) \circ w_{k-\sigma_i}(t; \tau_1, \ldots, \tau_k - \sigma_i; \cdot) |_{x_0}
\]

for a suitable choice of the analytic functions \( P_i : \mathbb{N} \times \mathbb{R}^n \rightarrow \mathbb{R}^n \), \( i = 1, \ldots, r \).

**Proof.** Because of the invertibility of the function \( I + f \) the differential operator \( D_j^{-\tau} \) is well defined for any \( \tau \geq 0 \), i.e., the operator which has the property

\[
 D_j^{-\tau} \circ D_j^{\tau} = D_j^{\tau} \circ D_j^{-\tau} = 1_d.
\]

Let us denote by \( P_j(\tau), j \geq 1, \tau \geq 0 \), the differential operator defined by

\[
 P_j(\tau) = \frac{1}{\tau^j} D_j^{\tau} \circ D_j^{-\tau} \circ D_j^{-1} \circ D_j^{-1}.
\]

The typical kernel \((11)\) can now be expressed by

\[
 w_k(t; \tau_1, \ldots, \tau_k; x_0) = \left[ \prod_{i=1}^r D_j^{-\tau_{i-1}} \circ D_j \circ L_{P_i}^{0, \sigma_i} \circ D_j^{-1} \circ D_j^{-1} \right]_{\tau_{i-1}}^{\tau_{i-1}} \circ D_j h |_{x_0}
\]

\[
 = P_{\sigma_1}(\tau_{i-1} + 1) \circ \cdots \circ P_{\sigma_r}(\tau_1) \circ D_j h |_{x_0}.
\]

This formula enables one to express the typical kernel of order \( k \) to the indices \( l_1, \ldots, l_r \), as the function \( w_k(\sigma_l; t; \tau_1, \ldots, \cdot) \) which yields, at \( x_0 \), the kernel of order \( k - \sigma \), associated to the indices \( l_1, \ldots, l_{r-1} \), i.e.,

\[
 w_k(t; \tau_1, \ldots, \tau_k; x_0) = P_{\sigma_1}(\tau_{i-1} + 1) w_{k-\sigma}(t; \tau_1, \ldots, \tau_k - \sigma_1; \cdot) |_{x_0}
\]

A remarkable property of the operator (14) is that

\[
 P_j(\tau) = \sum_{n_1, \ldots, n_r \geq 0} \frac{1}{n_1! \cdots n_r!} L_{P_i}^{0, n_i}(\tau_{i-1}, x_0) \circ \cdots \circ L_{P_i}^{0, n_r}(\tau_{r-1}, x_0)
\]

(17)
where \( P_r(\cdot)(x) \) denotes the function obtained by applying the differential operator \( P_r(\cdot) \) to the identity function and \( L^{{\otimes}n}(\xi, \eta) \) is the differential operator defined by (2).

To show that (17) holds true, let us recall that given any analytic function \( \lambda : \mathbb{R}^n \to \mathbb{R} \), \( \Delta_f \otimes L^{{\otimes}j} \lambda \) represents the coefficient of power \( j \) in \( u \) in the Taylor series of the composite function \( \lambda \circ (I + f + gu) \) starting from the point \((I + f)(x_0)\), i.e. symbolically
\[
\Delta_f \otimes L^{{\otimes}j} \lambda |_{x_0} = \delta^{(j)} \left( \lambda \circ (I + f + gu) \right) \bigg|_{x_0 = 0} = \begin{vmatrix} \frac{\partial^{(j)} \lambda}{\partial x^{(j)}} \bigg|_{(I + f)(x_0)} \end{vmatrix} \times g^j |_{x_0},
\]

where the bar denotes the evaluation at the point \((x_0, 0)\) and \((I + f)(x_0)\) respectively, and
\[
\begin{vmatrix} \frac{\partial^{(j)} \lambda}{\partial x^{(j)}} \bigg|_{(I + f)(x_0)} \end{vmatrix} \times g^j |_{x_0} = \sum_{i_1, \ldots, i_r = 1}^{n} \frac{\partial^{(j)} \lambda}{\partial x^{(j)}_{i_1} \cdots \partial x^{(j)}_{i_r}} \bigg|_{(I + f)(x_0)} \times g_{i_1}(x_0) \times \cdots \times g_{i_r}(x_0).
\]

Taking into account (7) and (8) it is easily seen that
\[
\Delta_f \circ \Delta_f \otimes L^{{\otimes}j} \Delta_f^{-1} \circ \lambda |_{x_0} = \frac{\delta^{(j)} \left( \lambda \circ (I + f) \right)^{-1}}{\partial x^{(j)}} \bigg|_{(I + f)(x_0)} \times g^j |_{x_0} \quad (18)
\]

where \((I + f)^{-1}\) denotes the \( r \)-times composition of the function \( I + f \).

By performing the computations on the right-hand side of (18) it is not difficult to verify the following expression:
\[
\Delta_f \circ \Delta_f \otimes L^{{\otimes}j} \Delta_f^{-1} \circ \lambda |_{x_0} = \sum_{n_1, \ldots, n_r = 0}^{j!} \frac{1}{n_1! \cdots n_r! ((n + 1)^{n_1} \cdots (j + 1)^{n_r})} \cdot L^{{\otimes}n_1}_{P_r(x_0)} \otimes \cdots \otimes L^{{\otimes}n_r}_{P_r(x_0)} \circ \lambda |_{x_0} \quad (19)
\]

where
\[
\bar{P}_r(\cdot)(x_0) := \Delta_f \Delta_f \otimes L^{{\otimes}r} \Delta_f^{-1} \bigg|_{x_0}, \quad r = 1, \ldots, j.
\]

By substituting in (19)
\[
\bar{P}_r(\cdot)(x_0) = r! P_r(\cdot)(x_0) = r! P_r(\cdot, x_0), \quad (20)
\]

(19), (17) and (16) show that (13) holds true. \( \square \)

From (13) and (15), with the stated positions for the indices, we have
\[
w_0(I; x) = \Delta_f h |_{x}, \quad (21)
\]
\[
w_k(I; \tau_1, \ldots, \tau_k; x) = \begin{vmatrix} \sum_{n_1, \ldots, n_k = 0}^{1 \text{ \ for all } n_1 \ldots n_k > 0} \frac{1}{n_1! \cdots n_k!} L^{{\otimes}n_1}_{P_r(\cdot, \tau_1-1, x)} \otimes \cdots \otimes L^{{\otimes}n_k}_{P_r(\cdot, \tau_k-1, x)} \right|_{x = r} \end{vmatrix}, \quad (22)
\]

where \( k \geq 1 \).

Proposition 1 states the announced property of the kernels of a linear analytic control system which has invertible drift term. Moreover for \( \sigma_i = 1 \), \( i = 1, \ldots, k \) (i.e. \( \tau_1 > \tau_2 > \cdots > \tau_k \)), (13) gives
\[ w_k(t; \tau_1, \ldots, \tau_k; x_0) = L_{P(t; \tau_{k-1})} \circ w_{k-1}(t; \tau_1, \ldots, \tau_{k-1}; \cdot)|_{x_0} \]

\[ = \Delta_f \circ L_{P(t; \tau_0)} \circ \Delta_{f^{-1}x} w_{k-1}(t; \tau_1, \ldots, \tau_{k-1}; \cdot)|_{x_0} \quad \text{by (17)} \]

\[ = \Delta_f \circ L_{P(t; \tau_0)} w_{k-1}(t; \tau_1, \ldots, \tau_{k-1}; \Delta_{f^{-1}x})|_{x_0} \]

\[ = \frac{\partial w_{k-1}(t; \tau_1, \ldots, \Delta f^{-1}(x))}{\partial x} \bigg|_{(t+f) q(x_0) \times P_t(0, x)|_{(t+f) q(x_0)}} \]  

(23) points out the strict analogy with the formula which expresses the link between two successive kernels of a linear analytic continuous-time system. To be more precise, denoting by \( \tilde{f} \) and \( \tilde{g} \) the vector fields which define such a system, the link between the kernels \( \tilde{w}_k \) and \( \tilde{w}_{k-1} \) is given by

\[ \tilde{w}_k(t; \tau_1, \ldots, \tau_k; x_0) = \frac{\partial \tilde{w}_{k-1} \circ \phi_{-\tau_k}}{\partial x} \bigg|_{\phi_{\tau_k}(x_0)} \times \tilde{g}(\phi_{\tau_k}(x_0)) \]  

(24)

where \( \phi_{t}: \mathbb{R}^n \rightarrow \mathbb{R}^n \) denotes the flow associated to \( \tilde{f} \). The analogy of (23) with (24) is now evident taking into account that \( (t+f)^*: \mathbb{R}^n \rightarrow \mathbb{R}^n \) denotes the “flow” associated to \( t+f \). A difference which must be noted is that instead of \( g(x) \), \( P_t(0)(x) \) is present in (23); this correspondence turns out to be meaningful for a better understanding of the links between nonlinear continuous-time and discrete-time systems.

Let us now consider the usual nonlinear realization problem.

**Definition.** A family of functions \( \{ \lambda_i(t; \tau_1, \ldots, \tau_i) \}_{i=0}^\infty, \quad t \geq \tau_1 \geq \cdots \geq \tau_i, \quad t \text{ and } \tau_i \text{ belonging to } \mathbb{N} \), has a linear analytic discrete-time realization if there exists a system of the form (1) such that, denoting by \( w_k \) its kernels,

\[ w_k(t; \tau_1, \ldots, \tau_k; x_0) = \lambda_k(t; \tau_1, \ldots, \tau_k) \quad \forall t \geq \tau_1 \geq \cdots \geq \tau_k. \]

The quadrupule \( \{ f, g, h, x_0 \} \) is called a realization of the given family of functions.

The property stated in Proposition 1 must obviously be taken into account when dealing with a realization problem of a family of functions \( \{ \lambda_i \}_{i=0}^\infty \). Unfortunately in (13) the link between \( w_k \) and the previous ones depends on the functions \( P_i, i \geq 1 \). This would make it possible to formulate the problem of realization by means of a linear analytic system in terms of the existence of a family of functions \( P: \mathbb{N} \times \mathbb{R}^n \rightarrow \mathbb{R} \) and \( Q: \mathbb{N} \times \mathbb{R}^n \rightarrow \mathbb{R} \) which satisfy suitable properties. Such a result does not seem to provide much insight into the problem itself. A nice result can be obtained if one restricts oneself to find a realization which has a linear invertible drift term; with \( f(x) \) in (1) given by

\[ x + f(x) = Ax + d, \quad A \in \mathbb{R}^{n \times n}, \ d \in \mathbb{R}^{n \times 1}, \]

(25)

with \( A \) invertible.

Under the position assumed for the indices \( t \) and \( \sigma \) in the previous section, we have:

**Theorem 1.** A family of functions \( \{ \lambda_i(t; \tau_1, \ldots, \tau_i) \}_{i=0}^\infty \) has a linear analytic realization of the form (1) with a linear invertible drift term if and only if there exist an integer \( n \), two functions

\[ P: \mathbb{N} \times \mathbb{R}^n \rightarrow \mathbb{R}^n, \quad Q: \mathbb{N} \times \mathbb{R}^n \rightarrow \mathbb{R}, \]

and an \( x_0 \in \mathbb{R}^n \) such that:

(i) \( \lambda_0(t; x_0) = Q(t; x_0) \) \quad \forall t,

(ii) \( \lambda_k(t; \tau_1, \ldots, \tau_k) = \left[ \frac{1}{\sigma_!} L_{P(t; \tau_{k-1}, \ldots, \tau_1)} \right]^t_{\tau} \circ Q(t; x)|_{x_0} \) \quad \forall t \geq \tau_1 \geq \cdots \geq \tau_k, \forall k \geq 1.
**Proof.** *Necessity:* Because of the linearity of $I + f$, the functions $P_i(\tau, x)$ defined by (20) and (14) are identically zero for $i \geq 1$:

$$P_i(\tau, x) = 0, \quad i > 1.$$  

Denoting

$$Q(t, x) = \Delta_f^i h|_x \quad \forall t, \quad P(\tau, x) = P_1(\tau, x) \quad \forall \tau,$$

it is immediately verified by means of (22) that (i) and (ii) hold true.

**Sufficiency:** Let us define the discrete-time system

$$z(t + 1) = z + F(z) + G(z)u(t),$$

$$y(z) = H(z), \quad z(0) = z_0,$$

with

$$z = (x_1, \ldots, x_n, i)', \quad z_0 = (x_0', 0)',$$

$$F = (0, \ldots, 0, 1), \quad G(z) = (p_1(z), \ldots, p_n(z), 0)', \quad H(z) = Q(z),$$

where $'$ denotes transposition and $p_j(z), j = 1, \ldots, n$, are the components of the vector-valued function $P$. We will show that the Volterra kernels of the system (26) coincide with the functions on the right-hand side of (i) and (ii); i.e. the system (26) initialized at $(x_0', 0)'$ provides a realization of the given family of functions. For, denoting by $W_k, k \geq 0$, the Volterra kernels of the system (26), one has

$$W_k(t; z_0) = \Delta_f^i H|_{z_0} = H \circ (I + F)'(z_0) = H((x_0', t)') = Q(t, x_0) = \lambda_0(t).$$

As far as the other kernels are concerned, with the notations introduced in the previous section for the indices, we have

$$W_k(t; \tau_1, \ldots, \tau_k; z_0) = \left[ \Delta_f^1 \ldots \Delta_f^k \otimes \frac{L^0_{G, 0}}{\sigma^0} \circ \Delta_f^{-1} \circ \Delta^{-1}_f \circ \ldots \circ \Delta^{-1}_f \right] * \Delta_f^i H|_{z_0}.$$  

The proof will be achieved as soon as we show that the following equalities hold true:

$$\Delta_f^i \Delta_f^i \otimes L^0_{G, 0} \Delta^{-1}_f \Delta^{-1}_f = L^0_{G, 0}, \quad \forall k \geq 1.$$  

(27)

For this purpose let us recall that from (21), (14) and (17), because of the structure of $F$ (which is a constant in this case) it results that

$$\Delta_f^i \Delta_f^i \otimes L^0_{G, 0} \Delta^{-1}_f \Delta^{-1}_f = L^0_{G, 0}.$$

Hence (27) holds true if and only if

$$\Delta_f^i \Delta_f^i \otimes L^0_{G, 0} \Delta^{-1}_f \Delta^{-1}_f = P(\tau, x).$$

Recalling that (see (18))

$$\Delta_f^i \Delta_f^i \otimes L^0_{G, 0} \Delta^{-1}_f \Delta^{-1}_f = \frac{\partial (I + F)^{i-1}}{\partial z} \bigg|_{(I + F)^{i-1}(z)} \times G|_{(I + F)^{i-1}(z)}$$

(28)

and that, because of its structure,

$$(I + F)^{i-1}(z) = (I + F)^{i-1}(x', i) = (x', i + \tau),$$

we obtain

$$\frac{\partial (I + F)^{i-1}}{\partial z} \bigg|_{(I + F)^{i-1}(z)} = \text{Id}^0 \quad \text{(the identity matrix)} \quad \forall \tau,$$
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which substituted into (28) gives

\[ \Delta_F \tau F \otimes L_G \Delta_F^{-1} = 1d^0 \cdot G \circ (I + F)^\tau (z) = 1d^0 \cdot G(x, \tau) = P(x, \tau), \]

which concludes the proof. □

Particular assumptions on the structure of the function P of Theorem 1 include known results on the realization of discrete-time linear and bilinear systems [3,4]. In order to clarify this aspect we give the two following corollaries whose proof is straightforward.

**Corollary 1 (bilinear systems).** A family of functions \( \{ \lambda_i(\tau; \tau_1, \ldots, \tau_t) \}_{\tau_1 \leq \cdots \leq \tau_t} \), \( \tau > \tau_1 > \cdots > \tau_t \), has a bilinear realization with invertible drift term if and only if the conditions (i) and (ii) are satisfied with functions P and Q linear in \( x \):

\[ P(t, x) = P(t)x, \quad Q(t, x) = Q(t)x \quad \forall t, \]

such that \( P(t) \) and \( Q(t) \), \((n \times n)\) and \((1 \times n)\) matrices, satisfy the conditions

(a) \( Q(t) = Q(t-1)X \), \quad (b) \( P(t) = X^{-1}P(t-1)X \quad \forall t > 0, \)

for a suitable \((n \times n)\) invertible matrix \( X \).

**Corollary 2.** Two functions \( \lambda_0(t), \lambda_1(t, \tau), \tau > \tau \), have a linear realization with invertible drift term if and only if the conditions (i) and (ii) are verified with \( P \) constant and \( Q \) linear with respect to \( x \):

\[ P(t, x) = P(t), \quad Q(t, x) = Q(t)x \quad \forall t, \]

and \( P(t) \) and \( Q(t) \), \((n \times n)\) and \((1 \times n)\) matrices such that

(a) \( Q(t) = Q(t-1)X \), \quad (b) \( P(t) = X^{-1}(P(t-1)) \quad \forall t > 0, \)

for a suitable invertible constant \((n \times n)\) matrix \( X \).

For a linear realizations in the zero state, \( x_0 = 0 \), Corollary 2 includes the well known separability condition:

\[ w(t; \tau) = Q(t)P(\tau). \]
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